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Abstract

Convective heat transfer in rough wall-bounded turbulent flows
is prevalent in many engineering applications, such as in gas tur-
bines and heat exchangers. At present, engineers lack the design
tools to accurately predict the convective heat transfer in the
presence of non-smooth boundaries. Accordingly, a new turbu-
lent boundary layer facility has been commissioned, where the
temperature of an interchangeable test surface can be precisely
controlled, and conductive heat losses are minimized. Using
this facility, we can estimate the heat transfer coefficient (Stan-
ton number, St), through measurement of the power supplied to
the electrical heaters and also from measurements of the ther-
mal and momentum boundary layers evolving over this surface.
These methods have been initially investigated over a shorter
smooth prototype heated surface and compared with existing St
prediction models. Preliminary results suggest that we can ac-
curately estimate St in this facility.
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Introduction

When a moving fluid comes into contact with a stationary solid
surface and where a temperature difference exists between the
fluid and solid, convective heat transfer occurs. The heat trans-
fer coefficient is defined by the Stanton number (St), which can
be considered as the heat transfer analogue to the skin-friction
coefficient (C f ). Kays & Crawford [3] and White & Corfield
[11] derived the St equation from an analogue to the Clauser
chart based on the inner scaled mean temperature profile. Kays
& Crawford [3] also derived a relationship between St and en-
thalpy thickness based on the energy integral equation. Ligrani
& Moffat and Mukerji et al. [5, 7] estimated St from an energy
balance performed on each segment of an electrically heated
plate. Ligrani & Moffat [5] used a power meter to measure the
total electrical power, estimating convective heat flux as the to-
tal electrical power minus the heat losses due to conductive and
radiative heat transfer. Mukerji et al. [7] used calorimeters to
measure the wall heat flux directly.

The above-cited studies developed expressions to estimate St
for turbulent boundary layers over heated smooth surfaces.
However, in many engineering applications, the surfaces are
non-smooth, which, for some of the above methods, adds com-
plexity for estimating St. To study the influence of surface
roughness on heat transfer, a turbulent boundary layer flow fa-
cility is under development with a controllable constant temper-
ature test surface (that can be either smooth or rough). Here we
describe the design of the facility and test several techniques to
compute the local St over a heated smooth surface to validate
the design and proposed instrumentation.

Estimating heat transfer coefficient

We consider three methods to estimate the local Stanton number

(St). The first method computes St from the following expres-
sion using a direct measurement of the thermal and momentum
boundary layers

St =
Θτ

Θw−Θ∞

√
C f

2
, (1)

where, Θw is the wall temperature, Θ∞ is the free stream tem-
perature and Θτ is the friction temperature estimated from the
Clauser fit to the thermal boundary layer (discussed in the re-
sults section below). The skin friction coefficient C f in equa-
tion (1) is evaluated from

C f = 2
(

Uτ

U∞

)2
, (2)

where Uτ is the friction velocity, estimated from a Clauser fit
to the momentum boundary layer, and U∞ is the freestream ve-
locity. There are concerns over the accuracy of this approach,
especially for rough walls, where the Clauser fit involves ad-
ditional fitting parameters (the Hama roughness function ∆U+,
its thermal analogue ∆Θ+ and also a virtual wall-normal origin)
which increases the error. Note from equation (1), that this esti-
mate for St will have compounded errors due to the application
of two modified Clauser fits.For the present low Reynolds num-
ber conditions, we estimate that the error in St calculated via
Clauser-type fits to equation (1) will be ±9%.

The second method is through measurement of the convective
heat flux, q′′c . The relationship between the Stanton number and
forced convective heat flux is

St =
q′′c

ρCpU∞ (Θw−Θ∞)
. (3)

Here, ρ is the working fluid density and Cp is the fluid specific
heat at constant pressure.

The rate of change of the enthalpy thickness along the stream-
wise direction, x, can also be used to compute St. The derivation
here (as described in [3, 11]) is similar to von Kármán’s mean
momentum balance which for zero pressure gradient bound-
ary layers yields the result C f /2 = dθ/dx (θ is the momentum
thickness and x is the streamwise direction). Through integrat-
ing the applicable form of the momentum and energy equations
for an isothermal surface [3], the Stanton number is given by
St = dδh/dx , where δh is the enthalpy thickness defined as [11]

δh =
∫

∞

0

U
U∞

(
Θ−Θ∞

Θw−Θ∞

)dz. (4)

Here, U and Θ are the mean streamwise velocity and temper-
ature respectively (which for given operational conditions will
be a function of z, x) and z is the wall-normal distance. This
method is not assessed for the experiments reported here over a
heated plate of limited streamwise fetch as it requires tempera-
ture measurement at several streamwise locations.



Figure 1. (a) Schematic showing the tunnel, the heated surfaces and the three sensors installed on the traverse system, ¶ static pressure tube, · hot-wire,
¸ thermocouple, ¹ total head tube; (b) exploded view of the wind tunnel floor structure, ¬ wooden floor,  steel sheet, ® polyisocyanurate foam
insulation plate, ¯ calcium-magnesium silicate thermal insulation sheet, ° pad heater, ± aluminum plate, ² side rail, ³ main plate,

Test section design

Experiments are conducted in a boundary-layer wind tunnel (il-
lustrated in figure 1a) of working section 5.7× 0.94× 0.38 m3

in x× y× z directions. For more details about the facility, the
reader is referred to [9]. Measurements are made in the turbu-
lent boundary layer developed over the tunnel floor. To pro-
vide a temperature difference between the solid boundary and
the fluid, a new floor has been designed consisting of eleven
720× 500 mm2 (x× y) heated 6.35mm thick anodized smooth
ALCA5 aluminum cast plates (see figure 1). Each plate is
heated by a custom made heater pad (Holroyd Components Ltd)
with a power of 1.22 kW each (3.4kW/m2). The floor temper-
ature is monitored through thermocouples with 0.05◦C uncer-
tainty embedded in the aluminum plates. Power to each heater
is controlled individually with solid-state relays and a propor-
tional–integral–derivative (PID) controller system to maintain
the floor at a constant temperature. The power consumption
for each heater is recorded with a Powertech MS-6108 power
meter with 41W measurement uncertainty. Ideally, the major-
ity of this measured power is transferred to the fluid via con-
vective heat transfer, for which the design needs to minimise
conductive heat loss. The heat loss through the floor of the tun-
nel is minimized with a 53 mm thick MetecnoPanel rigid poly-
isocyanurate foam insulation plate (0.02W/(m·K)) and an ad-
ditional 3 mm thick calcium-magnesium silicate thermal insu-
lation sheet (0.232W/(m·K)). Additional thermocouples on the
bottom outer surface of the wind-tunnel are used to calculate
the conduction heat loss from the bottom of the heated plates.
As suggested by Hosni et al. [2], the conductive heat loss to
the tunnel side walls is also reduced with a series of heated
side-rails that are maintained at the same temperature as the test
plates. An exploded view of the heated test-surface is provided
in figure 1(b).

Initial experiments over prototype surface

All measurements presented here are conducted in zero-
pressure-gradient turbulent boundary layers formed over a
(heated and unheated) smooth surface at a streamwise distance
x = 800 mm from the tripped inlet of the working section. It is
emphasized that this is a test of the prototype surface, consist-
ing of just two test plates covering the first meter downstream
of the tripped inlet to the working section. For this test there
were no heated side-rails, and the under-insulation consisted of
3 mm thick calcium-magnesium silicate type insulation mate-
rial, hence the conductive heated losses were much larger in
this case. This prototype tested surface is indicated by the yel-
low shaded regions in figure 1. Three sensors, installed on a

traverse system, are utilized to measure velocity and tempera-
ture along the wall-normal direction as displayed in figure 1(a).
The encoder of the traverse system has uncertainty of 5µm. A
single hot-wire sensor is used to obtain the instantaneous ve-
locity. Since the thermal boundary layer affects the hot-wire
measurement, a Pitot-static tube is also used to provide a refer-
ence mean velocity measurement as it is relatively insensitive to
the temperature changes. The free stream velocity uncertainty
is 0.025m/s due to the pressure transducer. An E-type thermo-
couple is also included on the traverse system for temperature
measurement. All measurements are performed at a constant
free-stream velocity, U∞ = 20ms−1 corresponding to friction
Reynolds number, Reτ =Uτ δ/ν ≈ 1050, where δ is the thick-
ness of the boundary layer and ν is the kinematic viscosity. A
summary of the measurement parameters of the unheated and
heated cases is included in table 1. The uncertainty of the mea-
surement is summarized in table 2.

U∞ δ ν×105 Uτ Reτ Θw−Θ∞

Unit (m/s) (mm) (m2/s) (m/s) (◦C)
Unheated 20 21.7 1.60 0.794 1075 0
Heated 20 21.8 1.58 0.762 1053 15

Table 1. Parameters of unheated and heated smooth surfaces.

Parameter Power U∞ Θw Θ∞ z Uτ θτ

Unit (W) (m/s) (◦C) (◦C) (µm) (m/s) (◦C)
(%) 13.2 0.1 0.1 0.8 0.1 6.1 7.4
Uncertainty 41 0.025 0.05 0.2 5 0.048 0.059

Table 2. Uncertainty of the measurement.

Results

Initial experiments with the PID controller active, used a ther-
mal imaging system and multiple distributed embedded and cal-
ibrated thermocouples to ensure that the prototype heated plate
design and controller could maintain a constant wall tempera-
ture over the range of flow conditions, with no apparent dis-
continuity at the interface between plates. Figure 2(a) shows
the mean streamwise velocity profiles, U+ = U/Uτ , of the un-
heated surface from both the hot-wire and Pitot-tube, with good
overall agreement. Here Uτ is estimated from a Clauser chart
fit with the logarithmic profile of U+ = κ−1 lnz++4.17, where



κ = 0.384 is the von Kármán constant. The velocity profiles
also overlap with the reference profiles of the numerical sim-
ulation of Schlatter & Orlu [10] at a comparable Reτ = 974.
The hot-wire and Pitot-tube measured velocity profiles are com-

Figure 2. (a) Mean velocity of unheated surface measured by hot-wire
and Pitot-tube. A profile from the DNS study of Schlatter & Orlu [10],
law-of-the-wall U+ = z+, and the log-law are included for comparison;
(b) mean velocity of heated surface measured by hot-wire and Pitot-
tube; (c) mean temperature profile of heated surface.

pared for the heated plate in figure 2(b). The Pitot-tube mea-
sured profile retains good agreement with the numerical profile
of Schlatter & Orlu [10] in the buffer and log-law regions indi-
cating that the heating has no effect on the momentum boundary
layer and that this is pure forced convection, with no buoyancy
effects (as confirmed from the calculation of the stability pa-
rameter below). As expected, the mean velocity measured by
the hot-wire for the heated case is lower than the unheated case
at z+ < 500, while it is comparable to the numerical profile fur-
ther away from the wall. The discrepancy between the Pitot-
tube and the hot-wire measurements is related to the effect of
elevated near wall temperatures on the hot-wire operation (near
the wall, the effective overheat ratio of the hot wire is reduced
which alters the calibration curve). To correct the hot-wire for
temperature drift near the heated surface in figure 2(b), we need
to measure the mean temperature in the boundary layer. The
mean inner-scale temperature profile, Θ+ = (Θw−Θ)/Θτ , for
the smooth heated wall is shown in figure 2(c). The friction
temperature Θτ is estimated from fitting the inner-scaled mean

temperature profile to the logarithmic temperature profile de-
fined as [11]

Θ
+ =

1
κh

ln(z+)+Ar(Pr), (5)

here κh = κ/Prt = 0.47 is the slope coefficient (where Prt is the
turbulent Prandtl number assumed to be 0.85 [11]) and Ar = 4.2
for air (Pr = 0.71 [11]). The error in this fit is estimated at±7%
based on uncertainties in κh, Ar and the log linear fit.

The hot-wire voltage can be corrected by following the proce-
dure suggested by Bruun[1]

E2
corr = E2[1−0.5

Θ−Θ∞

Θwire−Θ∞

] (6)

where, Ecorr is the correct hot-wire voltage, E is the original
hot-wire voltage and Θwire is the hot-wire temperature esti-
mated by the sensor temperature coefficient of resistance and
the overheat ratio [1]. The corrected HWA measured mean
velocity profile for the heated case is shown by the light blue
symbols in figure 2(b), with much improved overall agreement
with the Pitot-static and DNS results. The discrepancy of U+ at
z+ < 40 could be related to the limited resolution of the thermo-
couple measurement near the wall, and will be improved in the
future through use of cold-wires, which offer much finer wall-
normal resolution. Nevertheless, figure 2 gives confidence that
the mean velocity profiles measured by HWA in thermal bound-
ary layers can be corrected from the mean temperature profile,
and also that the momentum boundary layer in this case (where
the stability parameter is close to zero), can be measured over
the unheated plate with little loss of accuracy.

The stability parameter can be calculated from the preliminary
measurements to confirm that buoyancy effects are small. We
use a Monin-Obukhov stability parameter |δT /L|, where δT
is the thermal boundary layer thickness determined from fig-
ure 2(c), and L is the Obukhov length, which is calculated by

L =
−U3

τ Θw

κgq′′c
(7)

where, g is the gravitational acceleration. For the expected
range of experimental conditions (Pr = 0.71), the largest sta-
bility parameter occurs at the edge of the thermal layer where
|δT /L| = 0.0018 which is much smaller that the generally ac-
cepted limits that indicate a negligible buoyancy effect. Krug et
al. [4] have recently suggested that the aspect ratio of the hi-
erarchical turbulent structure can be extremely sensitive to the
stability parameter. A full heating power, the proposed test fa-
cility will be able to produce weakly unstable boundary layers
with a stability parameter as high as 0.02, which Krug et al. [4]
suggest will alter the aspect ratio of turbulent structures from
14:1 (streamwise:wall-normal) to as low as 8.3:1, suggesting
that this facility can be used to systematically investigate this
effect.

Evaluating the Stanton number using equation (1) requires an
estimate for the skin friction coefficient (C f ) which is calcu-
lated using equation (2), where Uτ is given by a Clauser fit to
the mean velocity profile. The evolution of C f evaluated in this
manner is found to be in good agreement with that shown by
Nagib & Chauhan [8]. The resulting estimate for St is shown
by the black symbol on figure 3. We can also estimate St from
the convective heat flux of equation (3). Based on the uncer-
tainty shown in table 2, the error in the Stanton number assessed
by the error propagation method is estimated as ±16% for the
measured power method and ±9% for the Clauser method, as
shown by the red and black error bars respectively in figure 3.
As explained by Moffat et al. [6], the convective heat flux, q′′c , is



obtained from the difference between the total power consump-
tion measured by the power meter and the predicted heat loss
due to conduction from the tunnel bottom and side walls, as
well as the radiative heat loss. To estimate the heat loss from
the tunnel floor, the exterior temperature of the tunnel floor
was first measured, from which the total conductive heat loss
through the tunnel floor was estimated at 60 W/m2. The ra-
diative heat losses q′′rl , modeled as a grey body, are estimated
using q′′rl = εσ(Θ4

w−Θ4
∞) where, ε is anodised aluminum emis-

sivity 0.77 and σ is the Stefan-Boltzmann constant 5.67×10−8

W/m2K4. The radiative heat loss is estimated as 0.11 W/m2,
which amounts to approximately 0.014% of the convective heat
loss for the current experiments. The non-convective heat loss
is dominated by the conductive heat loss from wind tunnel bot-
tom, which amounts to approximately 7.5% of the convective
heat loss for the current experiments, but will be substantially
reduced to approximately 0.2% with the inclusion of the 53 mm
polyisocyanurate foam insulation plate in the full-scale system.
Without the heated side rails, the conductive side heat loss is
estimated to be 20% of the floor heat loss. The computed St
from the two methods (Clauser fit and measured power) are
plotted against the streamwise Reynolds number, Rex = xU∞/ν

in figure 3. Models of St from [3, 5, 7] are also included in
Figure 3 for comparison. Ligrani & Moffat and Mukerji et al.
[5, 7] corrected the predicted St evolution by considering the
unheated starting length ξ . For these experiments the unheated
starting length is estimated from the evolution of the bound-
ary layer thickness δ as a function of x, with ξ assumed to be
the streamwise location where the projected fit to δ (x) reaches
zero (which is upstream of the working section). Besides the
unheated length, Mukerji et al. [7] introduced a new term φ

related to ξ , streamwise location x, and the unheated length
Reynolds number Reξ = ξU∞/ν to correct St. The St calcu-
lated from equation (1) falls on the reference models of [5, 7].
St calculated from q′′c , however, is slightly larger than the ref-
erence models which presumably is related to the accuracy of
the power meter or the estimation of the heat loss. The cur-
rent power meter will be upgraded for better accuracy for future
work, and conductive heat losses will be minimised once mea-
surements are made over the complete surface as illustrated in
figure 1(b). We will also have opportunities to perform the en-
ergy balance as described in equation (4) to provide a further
estimate of St.

Figure 3. Stanton number of heated smooth surface.

Conclusion

A modular system for a heated test surface has been described,
which permits investigation of forced convective heat transfer
in smooth- and rough-wall bounded turbulent flows. The pro-
posed design provides accurate isothermal wall conditions, and
minimises losses due to conduction. Preliminary validating
measurements are performed over a prototype version of the

design, with limited streamwise fetch and without the heated
side rails and underfloor insulation. For these experiments we
used a traversable sensor package consisting a Pitot tube, hot-
wire and a thermocouple to measure mean velocity and tem-
perature profiles. Initial results confirm that for the operating
conditions tested (excess wall tempertature Θw−Θ∞ = 15◦C,
U∞ = 20 ms−1), this is an almost purely convective regime,
with no discernible buoyancy effects (the heated fluid acts as a
passive scalar). Results also indicate that the hot-wire measure-
ment drift due to the thermal boundary layer can be corrected
for the mean velocity profile using the mean temperature pro-
file. The facility was validated by computing the heat transfer
coefficient over a heated smooth surface with two techniques
and compared with existing predictive models for the evolution
of St. The results were consistent with the predictive models
suggesting that, with the further improvements offered by the
full-scale system, this facility can be used for investigations of
forced convective heat transfer over rough and smooth surfaces.
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